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We review the adaptive resolution scheme (AdResS) from a technical perspective and collect arguments
from several years of research, which culminates into the implementation of AdResS into the open-source
package ESPResSo. This flexible implementation allows us to repeat all previous AdResS simulations with
one program. We test this reference implementation and resimulate some results of the well-studied
tetrahedral fluid from various previous studies to show the functionality of the package.
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1. Introduction

Even with constantly growing computer power, atomic scale
molecular dynamics simulations can barely reach the time and
length scales that are important for “real world” applications.
Hence, coarse-graining, which reduces the number of the degrees
of freedom, has been a hot topic for years [1,2]. One advantage
of coarse-graining is of course to save a lot of computational re-
sources, which usually go into the simulation of unimportant (and
unwanted) degrees of freedom, mostly the surrounding solvent.
Another aspect is to understand nature on a simplified level, which
is reduced to the essential properties. There are several adap-
tive scale bridging methods [3–5], which enable one to couple
an atomistic system to a coarse-grained one. An adaptive method
provides the possibility of free particle exchange between the sub-
systems. This allows one to overcome the problem of sampling
unimportant information by keeping the high resolution in one
part of the simulation box and using a lower resolution in the rest.

The AdResS method [3] is one of these scale-bridging methods
used in molecular simulations and soft matter studies. So far it has
been applied to dense model liquids [6] and liquid TIP3P water [7,
8] and has been used to couple atomistic to continuum simulations
via a coarse-grained level, thus combining three scales [9]. The
fundamental theoretical basis is built using fractional calculus [10,
11]. The aim of this paper is to explain the connection between
the fundamental theory and the technical details of this reference
implementation into ESPResSo [12], and to provide the reader with
knowledgeable details when setting up a simulation. Some useful
commands in the scripting language of ESPResSo (TCL) will be ex-
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Fig. 1. A schematic illustration of the AdResS method for a tetrahedral liquid. In this
figure the cos2 weighting function is shown.

plained briefly and will allow the reader to directly use AdResS for
their own purposes due to the fact that ESPResSo is available un-
der public license [13].

2. Method

This section gives a brief overview of the theory behind the
AdResS method to allow consistent naming in the equations. We
will review the necessary parts from various research papers. How-
ever, for details we refer the reader to the original papers. We also
discuss the basics of additional algorithms needed to run AdResS
simulations.

2.1. AdResS

The adaptive resolution scheme couples two systems with dif-
ferent resolutions by a force interpolation scheme. Below we dis-
cuss this for a coarse-grained and an atomistic representation of
the same system, see Fig. 1 for illustration.
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Every molecule needs a well-defined mapping point in both
representations, usually the center of mass, but any other linear
combination of particle coordinates is also sufficient.

The force between two molecules is given by [3]1:

F αβ = wα wβ F ex,mol
αβ + [1 − wα wβ ]F cg,mol

αβ , (1)

where α and β label the two molecules and wα , wβ are the adap-
tive weights of the two molecules, which are a function of the
position of their mapping points. In the next section we will show
how to distribute these forces between molecules to their atoms
using virtual sites. The first part, which results from the explicit
interaction of the molecules, can be written as:

F ex,mol
αβ =

∑
i in

mol. α

∑
j in

mol. β

F ex
i j , (2)

where F ex
i j is the force between the ith atom in αth molecule and

the jth atom in the βth molecule, which is given by an explicit
force field. The second part of Eq. (1) comes from the coarse-
grained interaction of the molecules. The coarse-grained force field
is usually derived from the atomistic system by structure-based
and state point coarse-graining [15]. Of course, different coarse-
graining methods, such as force-matching [16], are possible as
well.

The important element of this interpolation (see Eq. (1)) is the
adaptive weight function (for illustration see Fig. 1):

w(x) =
⎧⎨
⎩

1: atomistic/explicit region,

0 < w < 1: hybrid region,

0: coarse-grained region

(3)

has a value between 0 and 1. Obviously this definition of w gives
a purely explicit force in the explicit region and a purely coarse-
grained force in the coarse-grained region, so essentially Eq. (1)
describes something new for the hybrid region only. Depending
on the physical interest of the research, several functions can be
implemented as long as the necessary boundary conditions are ful-
filled [3]. These conditions are that the function is 1) continuous,
2) monotonic and 3) having zero derivatives at the boundaries.

In most applications a cos2-like function is used as a weighting
function:

w(x) =

⎧⎪⎨
⎪⎩

0: x > dex + dhy,

cos2( π
2dhy

(x − dex)): dex + dhy > x > dex,

1: dex > x,

(4)

where dex and dhy are the sizes of the explicit and the hybrid re-
gion, respectively.

In the literature both spherical [17] and one-dimensional [6]
splitting of the simulation box has been reported and depending
on this, the distance x to the center of the explicit region is calcu-
lated as follows:

x =
{ |(Rα − Rct) · ê|: splitting in ê direction,

|Rα − Rct|: spherical splitting,
(5)

where Rct is the center of the explicit zone, which can be fixed or
moved in time (e.g. with the center of a molecule). Rα is the map-
ping point of the αth molecule. For the center of mass mapping, it
is given by:

Rα =
∑

i∈α miri∑
i∈α mi

. (6)

Note that the value of the weighting function depends exclusively
on the mapping of the molecule.

1 Note that the equation obeys Newton’s third law, which is not the case for other
interpolation schemes [14].
2.2. Virtual sites

Virtual sites are needed in AdResS due to the fact that there
are forces acting on the coarse-grained representation and on the
explicit representation simultaneously, which need be to redis-
tributed in the correct way to the explicit representation.

These sites are well-known constructions [18] that allow for in-
teractions between arbitrary points in a molecule. One can imagine
these interaction points as virtual atoms, whose movement is de-
termined by a geometrical rule rather than by Newton’s equation
of motion. In formulas this means the potential between two real
atoms is given by:

V ij = V ex(ri, r j, . . .) + V vs(rvs(ri, r j, . . .)
)
, (7)

where the first part depends on the positions of the real atoms
and the second part depends on the position of the virtual site
rvs, which is also a function of the positions of the real atoms. The
force on the ith atom deriving from this interaction is simply given
by:

F i = −∂(V ex + V vs)

∂ri
= F ex

i + F vs ∂rvs

∂ri
, (8)

where the last product is a matrix multiplication. In the case
where a virtual site is located in the center of mass, which is the
most important case in standard AdResS, Eq. (8) simplifies to:

F i = F ex
i + mi∑

i∈α mi
F vs. (9)

2.3. Interface pressure correction

The interpolation of forces (see Eq. (1)) can produce inhomo-
geneities in the density and affect the structure and total pressure
of the system in comparison to a purely explicit simulation.

One way to reduce such effects in AdResS is to replace the
coarse-grained potential F cg,mol

αβ of Eq. (1) in the hybrid region by

a corrected one of the form [17]2:

F cg,mol
αβ → F cg,corrected,mol

αβ = s(wα wβ)F cg,mol
αβ

+[
1 − s(wα wβ)

]
F hy,mol

αβ , (10)

where F hy,mol is obtained from the structure and state point-based
coarse-graining of a constant-w system with w = 1/2 (see Eq. (1)).
A common choice for s is

s(x) = 4(
√

x − 1/2)2, (11)

which ensures that the coarse-grained particles (w = 0) inter-
act with the usual coarse-grained potential, while hybrid particles
with w = 1/2 will feel the full, corrected coarse-grained force field
F hy,mol. The rest will interact with an interpolated force that varies
smoothly with s(x) (see Fig. 2 for illustration). Depending on the
system, other smoothing functions and more interpolation points
could possibly lead to better results.

2.4. Thermodynamic force

Another way of reducing the inhomogeneities due to the force
interpolation is the so-called thermodynamic force [19]. It con-
sists of a space-dependent external field applied in the region of
interpolation in order to produce a flat density profile, based on
thermodynamic consistency considerations. The force provides the

2 Again, it is important to note that this interpolation still obeys Newton’s third
law.
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Fig. 2. The force prefactors of the interface pressure correction (see Eq. (10)). Please
note that zone in the middle of the plot, 0 < wα wβ < 1, is not necessarily the
hybrid zone, but contains the hybrid zone.

amount of work necessary to compensate the difference in excess
chemical potential responsible for the density artifacts. Its effect
is exerted on the coarse-grained site of the molecules and can be
used to correct local density inhomogeneities in the hybrid region.
The force can also be used to couple explicit and coarse-grained
regimes of different state points.

3. Implementation

In this section we explain how the method is integrated in
ESPResSo [12]. It is important to note that we are not aiming
primarily for computational speed but rather for flexibility and
modularity, which was the major aim of ESPResSo since the be-
ginning. A fast implementation with a new adaptive integrator will
be released in the successor of ESPResSo: ESPResSo++ [20].

3.1. General overview

We implemented the AdResS simulation as an explicit simula-
tion with additional constraints, namely a virtual site in the cen-
ter of mass of each molecule that represents the coarse-grained
particle. Therefore, we have hybrid molecules throughout the sim-
ulation box and we integrate only the explicit representations of
the particles using a velocity Verlet scheme, after we have dis-
tributed the forces from their coarse-grained representations. The
idea of keeping the number of “virtual” particles constant over the
whole box is well-known from grandcanonical simulations [21]. On
one hand, this makes our code slightly slower, but, on the other
hand, one can omit the calculation of the explicit interaction in the
coarse-grained region and the calculation of the coarse-grained in-
teraction in the explicit region, which would lead to an increase in
the total speed of an adaptive simulation compared to a pure ex-
plicit simulation. This double representation trick for every molecule
saves having to destroy and create particles on the fly, which is a
very expensive operation in the sense of memory access and book-
keeping in the case of a parallel simulation. It is important to note
that the force calculation is the most time consuming operation
in most molecular dynamics simulations, which essentially leads
us to this approach. Of course we do not calculate the forces on
the particles where it is not needed. By not destroying the explicit
particle this implementation favors molecules with only a few par-
ticles, so it must be rethought for molecules with more than 25
particles. However, this trick also allows us to perform constant-w
simulations easily which are sometimes needed to determine the
interface pressure correction potential F hy,mol (see Section 2.3).
The AdResS feature of ESPResSo can be enabled by adding:

#define ADRESSO

to the ESPResSo configuration file, e.g. myconfig.h and the fol-
lowing line in the header of the steering TCL script:

adress set topo $kind \
width $width $hybrid_width \
center x $R_x wf $wf

where kind determines the type of AdResS simulation:
0 disabled
1 constant weight function
2 one-dimensional splitting
3 spherical splitting

wf the type of weighting function:
0 see Eq. (4)
1 user defined

width and hybrid_width are the widths of the explicit and
hybrid regions (see Eq. (4)), respectively and R_x is the x position
of the center of the explicit zone.

3.2. Integrator

The integration in ESPResSo is done by a standard velocity Ver-
let integrator with a simple addition to allow NVT ensemble simu-
lations by a Langevin [22] or a DPD [23,24] thermostat.

1. v(t + �t/2) = v(t) + �t/2 · f (t)/m
2. p(t + �t) = p(t) + �t v(t + �t/2)

3. Calculate f (t + �t) from p(t + �t), v(t + �t/2)

4. v(t + �t) = v(t + �t/2) + �t/2 · f (t + �t)/m

The scheme must be extended in the case of an AdResS simulation:

1. v(t + �t/2) = v(t) + �t/2 f (t)/m
2. p(t + �t) = p(t) + �t v(t + �t/2)

2b. Update the positions, velocities and weighting functions w(R)

of the virtual sites (see Eqs. (3) and (6))
3. Calculate f (t + �t) from p(t + �t), v(t + �t/2)

3b. Distribute the force of the virtual sites to the real particles (see
Eq. (9))

4. v(t + �t) = v(t + �t/2) + �t/2 f (t + �t)

The double representation of every molecule allows us to apply the
actual integration (steps 1, 2, 3, 4) on the explicit particles only,
regardless of their real representation given by the weighting func-
tion. This is obviously not the most effective method of implemen-
tation, but avoids the need to develop a new integrator that can
switch the actual calculation between explicit and coarse-grained
particles on the fly.

3.3. Parallelization scheme

The ESPResSo package basically divides the simulation box into
sub-boxes, which are distributed among different processors. To al-
low the calculation of interactions across the boundaries of these
sub-boxes, every sub-box is surrounded by a so-called ghost layer.
This layer contains copies of the particles, which are in a differ-
ent sub-box (and so on a different processor), and are called ghost
particles. These ghosts are updated after every propagation step of
their real counterparts by communication between the neighbor-
ing processors. A detailed description can be found in the ESPResSo
publication [12].

Only the communication part of the propagator needs to be
modified in the presence of virtual sites. Essentially, the amount of
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communication doubles due to the fact that the positions of all the
particles (including the ghost particles) have to be updated to cal-
culate the positions of the virtual sites (first communication) and
the position of the virtual sites has to be distributed again (second
communication).

The same effect comes into play when the forces are collected
from all the copies of a particle (ghosts and real particles). To dis-
tribute the force from a virtual site one needs to sum up its forces
first (first communication) and then distribute them, but as the
forces are possibly distributed to ghost particles one will have to
collect the forces again (second communication). It is clear that in
the absence of virtual sites the second communication is not nec-
essary.

3.4. Thermostat

ESPResSo provides several stochastic thermostats, which are of
a local nature and can be extended to the AdResS scheme. We
will discuss all the details for the Langevin thermostat [22], but
they also apply for the DPD thermostat [23,24]. We want to obtain
a canonical distribution of the velocities of the atoms in the hy-
brid and explicit regions and of the centers of mass in the whole
system. This requires the proper application of the thermostat on
each region with a consistent initialization of the atoms’ velocities
whenever a molecule crosses from the coarse-grained to the hybrid
regime. While we have chosen to apply the Langevin thermostat
over the complete box on the explicit particles, independent of
their nature, there are two tested ways of initializing the explicit
velocities when the additional degrees of freedom are introduced:

• Copy the atoms’ velocities relative to the center of mass of a
molecule from a random explicit molecule when a molecule
crosses the border to the hybrid region. This method was used
in the original description of AdResS [3].

• The thermostat acts on the explicit representation of the par-
ticle everywhere, regardless if they are in the coarse-grained
region or not. In this case the initialization does not matter,
since the atoms are already thermalized. It is clear that the
coarse-grained particles (technically virtual sites at the centers
of mass) will automatically have the correct velocity distribu-
tion, if all the explicit particles have the correct distribution.3

The main difference between these two approaches is that the
second case is much easier to parallelize, since less communication
is involved. Under both these schemes the temperature and density
profiles are unchanged and the structural properties remain intact.
Thus, the correct distribution of velocities is guaranteed.

The thermostat can be set up as follows:

thermostat langevin $temperature $friction

or

thermostat dpd $temperature $friction $cutoff

3.5. Intramolecular initialization

For the initialization of the molecule’s orientation and internal
bond-lengths when crossing from the coarse-grained to the hybrid
regime, we follow the same procedure as for the velocities in the

3 For the center of mass of a molecule, one just has to add up the individual
Langevin thermostats of the atoms of the molecule and it follows that this “summed
thermostat” obeys the dissipation–fluctuation theorem itself, if the friction of the
explicit particles is scaled with their masses.
previous subsection, that is, we assign relative positions by select-
ing a random explicit particle or, alternatively keep the explicit
representations that come from the coarse-grained region, where
the atoms feel no intermolecular interaction. In both cases, the be-
havior is similar, but in the second approach the results are much
simpler to implement and faster during computation.

3.6. Bonded interactions

The intra-molecular interactions are not described by the gen-
eral interpolation equation (see Eq. (1)), but are fully included
along the whole simulation box. For rigid molecules such as wa-
ter there is no explanation needed, however, for flexible bonds,
the bonded interactions are still calculated across the whole sim-
ulation box without any interpolation due to stability reasons. It
is clear that this only works for coarse-grained models with one
coarse-grained site per molecule. However, for more complicated
structures where bonded interactions are also present in the low
resolution regime, the force interpolation has to be rethought.

3.7. Cut-offs

As the representation (explicit, hybrid or coarse-grained) of the
molecule is determined on the basis of the position of the cen-
ter of mass of the molecule it is natural to use a cut-off based
on the distance between the centers of mass. This strategy is well
known [25] in water simulations with Reaction-Field to avoid ar-
tificial dipole moments at the cut-off. In other words, a molec-
ular cut-off ensures that either all particles or no particles of
a molecule interact.

We have implemented the molecular cut-off as a virtual inter-
action:

inter $type1 $type2 molcut 1 $cut-off

where type1 and type2 are the particle types. Internally the dis-
tance between the centers of mass of the molecules to which these
particle types belong is used. All other individual interaction cut-
offs stay active and have to be increased to a value higher than the
molecular cut-off in the case that one wants to simulate a system
with molecular cut-offs only.

3.8. Molecules and mappings

The basic support for molecules comes with the standard ver-
sion of ESPResSo. The user is allowed to combine a set of particles
into a molecule. We use this feature to equip every molecule with
one virtual site to define the set of atoms from which the cen-
ter of mass is calculated. The extension to center of geometry or
multiple virtual sites in one molecule is in preparation.

A single tetrahedral molecule can be set up with:

set molecule_topology $molecule_type
part 1 pos $pos1x $pos1y $pos1z virtual 0
lappend molecule_topology 1
part 2 pos $pos2x $pos2y $pos2z virtual 0
lappend molecule_topology 2
part 3 pos $pos3x $pos3y $pos3z virtual 0
lappend molecule_topology 3
part 4 pos $pos4x $pos4y $pos4z virtual 0
lappend molecule_topology 4
part 5 pos $pos5x $pos5y $pos5z virtual 1
lappend molecule_topology 5
eval analyze set $molecule_topology
analyze set topo_part_sync
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and the position of the virtual site (in this case particle number 5)
can be set to the right position by calling

integrate 0

From now on

integrate $steps

will integrate the whole system for steps steps and move the
virtual sites accordingly.

3.9. Interface pressure correction

The interface correction is introduced as a new kind of non-
bonded tabulated interaction.

inter $type1 $type2 adress_tab_ic $filename

where type1 and type2 are the types of particles subjected to
the coarse-grained interaction that will be modified. They must
be virtual particles. filename contains the tabulated fields cor-
responding to the interactions F cg,mol

αβ and F hy,mol
αβ according to

Eq. (10). The syntax is consistent with the usual tabulated inter-
actions, the first four lines being the special character #, followed
by the number of points N and the minimum and maximum sep-
aration distances rmin and rmax . After this information, the two
potentials are introduced in five columns, as r, F cg,mol

αβ /r, U cg,mol
αβ ,

F hy,mol
αβ /r, U hy,mol

αβ . The number of points and the cut-off radius are
assumed to be the same for both potentials, while the values of
r are equally distributed between rmin and rmax with a fixed dis-
tance (rmax − rmin)/(N − 1). The position and potential columns are
ignored in the calculations, but are included for readability only.

3.10. Thermodynamic force

This new force is implemented as a tabulated external field that
acts just in the switching region. Different kinds of particles can
have different thermodynamic forces. The corresponding command
is

thermodynamic_force $type $filename $prefactor

where type is the type of particle on which the tabulated force
specified in filename will be exerted. prefactor is a coeffi-
cient that multiplies the force defined by the user.

The format of the tabulated external field follows the same def-
inition as the tabulated pair potentials in standard ESPResSo. It
starts with four special lines with the character #, the number of
points and the minimum and maximum separation distances, rmin
and rmax . Then, three columns should be entered, s, −U/s and U .
s corresponds to a dimensionless position x/dhy in the hybrid re-
gion, going from 0 (coarse-grained representation) to 1 (explicit
representation). The derivative of the potential has to be expressed
as a function of this variable. The third column is the potential en-
ergy associated with the field; it has no effect on the equations of
motion and is included only for readability.

4. Example

Here we limit ourselves to briefly resimulating a few previously
published results that exhibit the whole set of features previously
described. The tetrahedral molecule [3] is the most suitable case to
demonstrate AdResS itself, the interface correction, and the action
of thermodynamic forces.
Fig. 3. Radial distribution functions between centers of mass for explicit and AdResS
simulations with several corrections. The inset shows a close-up of the first peak.

The system is composed of 2520 molecules, each of them con-
sisting of four atoms. Every atom interacts according to a purely-
repulsive, shifted 12-6 Lennard-Jones potential

U ex
L J (riα jβ)

=
{

4ε[(σ/riα jβ)12 − (σ/riα jβ)6 + 1
4 ], riα jβ � 21/6σ ,

0, riα jβ > 21/6σ ,
(12)

while the atoms inside a molecule are bonded by an additional
attractive FENE potential

U ex
FENE(riα jα) =

{
− 1

2 kR2
0 ln[1 − (riα jβ/R0)

2], riα jβ � R0,

∞, riα jβ > R0,
(13)

where i and j are the atoms belonging to molecules α and β ,
respectively. For this case we chose σ = ε = 1, k = 30ε/σ 2 and
R0 = 1.5σ . The box dimensions, in units of the fundamental length
σ , are 36 × 20 × 20, splitted in the x direction with dhy = 12. The
explicit and coarse-grained regions have the same size of 6 re-
duced units. To show the influence of the force interpolation on
the density the hybrid region was made twice the size of the ex-
plicit one.

The coarse-grained interaction, on the other hand, consists of
a one-site tabulated potential able to reproduce satisfactorily the
radial distribution function and the state point of the liquid [3].

For a comparison of the basic structure of the simulations, Fig. 3
shows the radial distribution functions for the centers of mass
of the molecules in the explicit and AdResS simulations (normal,
interface corrected and under the effect of the thermodynamic
force). In Fig. 4 we show the density profiles of the simulations
for three cases: (a) simple AdResS interpolation, (b) AdResS with
interface-pressure correction and (c) the same system under the
effect of the thermodynamic force.4 A detailed discussion about
the density inhomogeneities and their elimination can be found
in [19,17].

5. Conclusions and outlook

We have shown how to use AdResS in ESPResSo and have
reproduced results from previous simulations. In addition, we ap-

4 The thermodynamic force was determined by calculating the excess chemi-
cal potential for several systems at constant weighting function by means of the
test particle insertion method [26] in the GROMACS package [18]. The force was
obtained as the derivative of a continuous interpolation of this excess chemical po-
tential profile.
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Fig. 4. AdResS simulation of tetrahedral molecule system with a hybrid region width
of 12σ with (a) no correction in the hybrid region, (b) interface-pressure (ip) cor-
rection and (c) external thermodynamic force (tf) correction.

plied several correction algorithms to obtain a flat density dis-
tribution over the entire box. We also discussed several choices
in the implementation, which were made based on performance
issues, namely the thermostat and the reinitialization of the
molecule. A sample AdResS simulation is available in the tutorial
of ESPResSo.

The AdResS feature will be released in ESPResSo version 2.2,
however ESPResSo++ [20] is also on the way and will replace
ESPResSo in the near future. A similar implementation is also avail-
able for GROMACS [27].
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