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For simulation studies of (macro) molecular liquids it would be of significant interest to be able to
adjust or increase the level of resolution within one region of space, while allowing for the free exchange
of molecules between open regions of different resolution or representation. We generalize the adaptive
resolution idea and suggest an interpretation in terms of an effective generalized grand canonical
approach. The method is applied to liquid water at ambient conditions.
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Many (macro) molecular systems display phenomena
and properties that are inherently multiscale in nature,
and thus particularly challenging for both theory and
experiment. Here computer simulations represent a power-
ful tool of investigation, though truly large all-atom simu-
lations of complex molecular systems are neither possible,
because of CPU requirements, nor in many cases very
useful, as they often produce an excess of data. To the
aim of linking large scale generic properties and local
specific chemistry, a variety of scale bridging simulation
techniques, ranging from hierarchical parametrizations
of models covering different levels of resolution, see,
e.g., [1-7], to interfaced layers of different resolutions
(see, e.g., [8—18]) have been developed.

As most techniques are sequential—the whole system is
treated on one level of resolution at a time—switching
between resolutions may be performed only for the whole
system. Often, however, it would be desirable to adjust the
resolution on the fly only in a smaller well-defined region
of space, i.e., considering more details, due to the problem
of interest, while keeping the larger surrounding on a
coarser, computationally more efficient level. This idea
has been successfully employed for problems of crack
propagation in hard matter [19]. However, for soft matter
or liquids inherent fluctuations pose special challenges.
They require molecules or parts of large molecules to be
able to cross boundaries between areas of different repre-
sentation without any barrier, keeping the overall thermo-
dynamic equilibrium intact. While crossing between
regions of different resolution, they either become more
coarse grained or resume more atomistic detail; i.e., they
acquire or lose degrees of freedom (DOFs). In general, for
this process the only requirement is that the coarse-grained
surrounding supplies or removes molecules and heat in a
way that in the atomistic region the thermodynamic state
point is the same as in a full atomistic simulation. This can
be controlled by keeping thermodynamic and structural
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properties as radial distribution functions and thus the
molecule number fluctuations of the all-atom region the
same as in a full atomistic simulation. The adaptive reso-
lution method (AdResS, Adaptive Resolution Scheme),
which allows one to couple two systems with different
resolution within one molecular-dynamic (MD) simulation
[20-25], describes a first step in this direction. Molecules
change their resolution and thus their number of DOFs
when moving through space and passing from one region
through a transition zone into the other. The method has
successfully been extended into the quantum [26,27] and
the continuum [28,29] region. A different approach based
on the interpolation of Lagrangians can be found in
Ref. [30].

In the following, we will generalize the AdResS concept
and show that the atomistic or fine-grained subsystems can
be viewed as a system in contact with a (huge) coarse-
grained particle or molecule reservoir, thus effectively
representing a wV7T ensemble on the level of the high
resolution subsystem, while the overall systems remain to
be an NVT ensemble. The term “‘effective” points to the
fact that AdResS does not allow for a direct specification or
control of u in the atomistic region. However, a posteriori,
we can conclude that x4 must be the same as in a full
atomistic system because we match the full atomistic
g(r) (and thus molecule number fluctuations) and thermo-
dynamic state point. As a consequence, there is no net flux
(molecules or energy) between the regions, while mole-
cules diffuse freely throughout the whole simulation box.
Moreover, our reservoir, though large, is finite, and finite
size effects might be of concern. To avoid this, an asymp-
totic uVT setup can be achieved by linking the coarse-
grained region in addition to a continuum, as shown in
Refs. [28,29]. We now first shortly review the adaptive
resolution method AdResS and the concept of thermo-
dynamic force and extend this to a more general coupling
scheme. We apply this to the example of liquid water,
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FIG. 1 (color online). Pictorial representation of the adaptive
simulation box and local molecular representation. On the right
is the low resolution (coarse-grained) region, indicated by B, and
on the left is the high resolution (atomistic) region A. In the
middle is the transition (hybrid) region H with the switching
function w(x) (curve in grey).

where the coarse-grained water model matches the com-
pressibility of the all-atom model, while the pressure is
higher by more than 3 orders of magnitude.

In the AdResS method, molecules smoothly change their
level of resolution as a function of position by moving
through a transition region as illustrated in Fig. 1. In order
to accomplish the process described above, two different
representations are interpolated by a transition function
w(x) with w = 1 in region A, the fine-grained more micro-
scopic or all-atom one, and w = 0 in the coarse-grained
region B, respectively. Further, let us assume that a particle
in B is the coarse-grained representation of a (part of a)
molecule in region A and the position of the coarse particle
is the center of mass of the corresponding atoms. With this
in mind, two molecules «, 8 in region A [fine grained,
w(X,) = w(Xg) = 1, X,,, Xz being the x coordinates of
the centers of mass of the two molecules, cf Fig. 1] interact
via the standard forces between all individual atoms of
the molecules; in region B [coarse-grained, w(X,) =
w(Xg) = 0] two coarser molecules interact with each other
via central forces; just as in a bulk system of all-atom
molecules or coarse-grained molecules, respectively. In
all cases of mixed resolution interactions, these two forces
are interpolated as illustrated in Fig. 1 so that the total force
F o p between two different molecules consist of two parts.
The all-atom contribution reads

A = WX WX D Fhp  a# B (1)

ij

While the coarse-grained parts is
Fby=(1—wX)wXp)FE,  a#B. (2

Fﬁ_ B, is the force between atom i of molecule « and atom j
iPj

of molecule B and F2 g 1s the coarse-grained center of

mass—center of mass interaction. Note that in the transi-

tion region the intramolecular atom-atom interactions are
left unaffected. For technical details of the implementation

we refer the reader to the supporting material [31].
Altogether we simulate a system at constant volume, par-
titioned in two different (ideally macroscopic) regions
(coarse grained and fine grained) by a transition region of
finite width. This region facilitates the exchange of mole-
cules and ensures equilibrium between the coarse and fine-
grained regions, moreover, by construction (as explained
below), should not affect the density fluctuations (i.e.,
compressibility). Beyond the crucial technical task of as-
suring the thermodynamically correct coupling between
the two large regions, the transition region does not have,
a priori, any thermodynamic or physical meaning. An
important characteristic of the adaptive approach is that
while the overall number of molecules is conserved, this is
not the case in the individual regions. Eventually, we aim
for a flat density profile throughout the whole simulation
box, including the transition region, so that we have a
thermodynamic state point well defined without (kinetic)
barriers for the exchange of molecules.

In the same spirit, the temperature has to be well defined
and equal throughout the system. While this is simple to
achieve in the “‘bulk” regions, the transition region requires
some care since in this region a change in the number of
degrees of freedom occurs. By switching from coarse
grained to atomistic or vice versa, DOFs are reintroduced
or removed and the related equilibration is accomplished by
a “local” thermostating procedure (for details, see the
supporting material [31]). The approach presented above,
paves the way to an open system simulation scheme within a
generalized, effectively grand canonical, framework.

A common method to derive coarse-grained interactions
is based on matching the center of mass radial distribution
functions between the molecules in the two systems. As a
result, the compressibilities k remain unchanged [32] by
construction while the pressures in the fine and coarse-
grained representation can be different [33]. In terms of the
grand potential pV this reads (for identical volumes)

Palpa, TV # pg(up, T)V; Kqo = Kp, (3)

where p, and wp are the respective chemical potentials.
The inequality above will result in density variations in the
system. Instead, we would like to have an average constant
density p, throughout the whole simulation box, while
keeping identical compressibilities. Different pressures at
the boundaries of the transition region will produce a drift
force on the molecules, leading to an unphysical inhomo-
geneous system. Different compressibilities would affect
the molecule number fluctuations in the still finite
regions. Thus, we keep k4, = kp and propose to exactly
compensate this pressure generated drift force by a ther-
modynamic force Fy,(x) acting on the molecules and
Eq. (3) can then be rewritten as (see Fig. 1)

(Patiea D)+ 2 [ Pude )V = putus, DV, )

o a
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with p, being the reference, uniform, molecular density.
Equation (4) tells us that the subsystem A (B) is in
equilibrium with a reservoir wp (m,), respectively, not-
withstanding the fact that the pressures, p, and pp, and
local chemical potentials, w4 and pp, may be different. To
overcome these variations, the related thermodynamic
work, which exactly compensates any related drift force
between the different regions, is provided or absorbed by
Fy,. Let the all-atom system, at a given density p, serve as
a reference system, then the force on a molecule with mass
M, balancing —V p(x), reads

M
F(x) = —*Vp(x), (5)
Po

where p(x) is the local pressure at the target density pg. Fy,
is applied for a <x < b, where a (b) is the left (right)
boundary of the transition region. In Eq. (5), p(x = a) =
ps and p(x = b) = pp. Now the density will remain un-
changed. With this generalization, the original equation for
the coarse-grained forces in the transition region, Eq. (2) is
changed so that the force N acting on the center of mass
of molecule a reads

Fh=YFE;+ Fu(X,). (6)
B

The above line of arguments does not require the pressures
in the two (““‘macroscopic’) regions, p, and pp, to be the
same, allowing us to couple rather different systems.
Formally, this simply means that the thermodynamic force
as well as the thermostat can perform work on the mole-
cules to adjust the viral pressure and the thermal energy,
respectively, while passing from one region to the other.
This procedure allows one to couple almost arbitrary sys-
tems and keep them in equilibrium with respect to each
other. For typical coarse-graining procedures like (itera-
tive) Boltzmann inversion or reverse Monte Carlo calcu-
lations, which are mostly based on radial distribution
functions and reproduce structural rather than thermo-
dynamic aspects very well, this is of special advantage.

The optimized pressure profile p(x) is not directly
accessible as it has to be measured under the constraint
of enforcing the equilibrium density p, in the system.
Thus, we developed an iterative approach based on the
density profile. Within a linear approximation, a first esti-
mate of the local pressure p(x, p(x)) for an enforced overall
constant density pg is

1

oKT

p(x, p(x)) = pa + (po — p(x)), )
where «p is the (constant) isothermal compressibility, and
p(x) is the (nonuniform) density to which the system would
adjust itself to without applying an external force. In order
to enforce the uniform density pg, Egs. (7) and (5) allow us
to obtain an initial thermodynamic force, that can be
refined iteratively through

: . M, _ .
Fi(x) = Fj(x) — 5= Vp'(x), (8)
PoKT

until the system evolves to the target uniform density. Here,
for i =1, we have p'(x) = p(x) and F.(x) =0. The
prefactor 1/p3k; can be interpreted as a variation of local
chemical potential, by the identity [32]

BM) 1
it = i 9
(ap vr o PPKr ®

a fact explored already before in this context [23]. In the
following, we will demonstrate the power of this concept
for the illustrative case of liquid water, where the com-
pressibility of the SPC/E water and a structure based
coarse-grained model are the same, while the pressure in
the coarse-grained system is 6000 bar [34].

Coarse-graining liquid water with a focus on the liquid
structure usually leads to models for which the pressure is
significantly higher while the compressibility remains
essentially unchanged. Thus, pressure correction terms
are often used, which add linear terms to the coarse-
grained potential. The compressibility is then affected as
ky % [r*(g(r) — 1)dr and small deviations at high r val-
ues can have dramatic effects [34]. However, for adaptive
resolution methods, but also solvent-solute systems, it is
important that the compressibility in the coarse-grained
and all-atom regions is the same. This minimizes finite
size effects for our (in most cases on purpose as small as
possible) atomistic region, imposed by the still finite
coarse-grained region. For many applications in compu-
tational biology, but also for studies of water itself, the
SPC/E model is employed [35]. A standard structure based
coarse-grained model perfectly fits the radial distribution
function, but does not comply with the tetrahedral packing
[34,36]. It has, within the error bars, the same compressi-
bility but a very high pressure of about 6000 bar, making it
an ideal test case for the thermodynamic force principle
described above. If not properly accounted for, this pres-
sure difference between the different models would lead
to density distortions throughout the simulation box and
create a transient flow of molecules from the coarse-
grained to the atomistic region. Using % at the outset of
the iteration scheme of Eq. (8) as described before, after
only four iterations for the thermodynamic force we arrive
at a flat density profile, as illustrated in Fig. 2.

The thermodynamic force creates a stationary state with
the correct target density, removing both the effect of the
pressure difference of the models on the distribution of
molecules in either region and the artifacts from the change
of resolution in the transition region. The advantages are
also clearly displayed, when looking at local density fluc-
tuations. While in the thermodynamic limit, the molecule
number fluctuations are related to the compressibility

through pkz Tk = W

. Here we analyze an effective

compressibility in terms of molecule number fluctuations
in slabs along the axis of resolution change. The increased
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FIG. 2 (color online). (a) Density profile for the water simu-
lation for the uncorrected AdResS simulation of water and
several iterations of the thermodynamic force with A being the
all-atom SPC/E region and B the coarse-grained region. The final
density profile shows deviation of less than 0.4%. (The arrow
indicates the development of the density with the iteration.)
(b) Compensation of the local pressure change between regions
by the thermodynamic force. (c) Molecule number fluctuations
in slabs (width Ax = 1 nm) along the x axis for pressure
corrected and uncorrected coarse-grained models.

compressibility for a pressure corrected coarse-grained
SPC/E water model leads to an increase in the local density
fluctuations. Within our setup, we do not alter the effect-
ive compressibility anywhere in the system as shown in
Fig. 2(c). Actually, the molecule number fluctuations in
subvolumes of region A are the same as in similar sub-
volumes of a full all-atom simulation. Hence, the particle
distribution in region A shows the expected Gaussian dis-
tribution as it is the case in the full all-atom simulation,
shown in Fig. 3. Leveling out any pressure undulations in
the transition region, while keeping the compressibilities,
the same also means that there is no barrier for molecule
exchange between regions (see the supporting information
[31]). Coupling two systems with different pressures
means that the thermodynamic force performs work on
the molecules, when they cross from one region to the
other. In practice, the integral over the thermodynamic
force over the transition region does not have to be zero,

pkBTKT<N>.

which would be the case if the pressures on either side were
the same. Thus, for the present setup, the thermodynamic
force has to exactly compensate the local pressure variation
due to the constant density. The comparison of the final
local pressure (see supporting information for details) and
the thermodynamic force as derived in form of an external
local pressure field is shown in Fig. 2(b). They perfectly
match, illustrating the overall consistency of the approach.
Thus, by applying the thermodynamic force, we arrive at a
robust and efficient simulation setup, which enables us
within a single molecular-dynamic simulation to keep
rather different systems with quite different intrinsic pres-
sures but identical compressibilities in equilibrium with
each other.

The fact that the number of particles at a given resolu-
tion fluctuates suggests for one to view each subsystem as a
reservoir of particles for the other, i.e., effectively a grand
canonical setup. We have shown that the average and the
fluctuating number of molecules or particles in each sub-
system are the same as analyzed in a full atomistic system.
The extreme example of liquid SPC/E water at temperature
300 K and pressure 1 bar, where the coarse-grained model
at the same temperature and density has a pressure of more
than 6000 bar, shows the power of the present approach.
This opens new pathways to study systems, where a rather
high level of detail is only required within a rather
restricted area, while at the same time the exchange with
the surrounding area is essential. Examples are (small)
organic molecules in mixed solvents, e.g., water and
urea, or growth and structure formation phenomena in
soft matter where locally the assembly process needs
details of the molecular structure (templated crystal
growth, biomineralization, etc.).

In conclusion, a new method has been proposed that
enables an adaptive resolution description of atomistic
systems within a single simulation setup. The computa-
tional procedure couples a high resolution system to a low
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resolution system on a particle based level. The molecules
freely move between the regions and adapt their molecular
resolution automatically. The (large) lower resolution
region can be viewed as a reservoir of molecules for the
high resolution region, which preserves the basic thermo-
dynamical and structural conditions of the equivalent sub-
system in a full high resolution simulation. Moreover, the
coupling scheme is determined in a self-consistent way via
the iterative determination of a thermodynamic force in the
transition region, which acts as an active membrane facil-
itating the change of resolution of the molecules. More
generally, the coupling of an all-atom with a coarse-
grained system at the same average density requires a
simulation setup where the work performed by the thermo-
dynamic force can account for the difference in the excess
chemical potential p between the regions (the temperature
part due to the internal degrees of freedom is taken care of
by the thermostat). The iterative procedure is general and
successfully applied to a rather delicate system, namely,
liquid water at ambient conditions, where for the same
density and temperature, the coarse-grained model has a
pressure that is almost four orders of magnitudes larger
than that of the atomistic model. Its computational effi-
ciency and applicability to an extended class of systems
renders the method useful for the study of problems in
condensed matter, chemical physics, and material science
where the coupling of different levels of resolution in a
particle based scheme is very desirable.
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